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Eukaryotic gene transcription is regulated by a large cohort of chromatin-associated proteins, and inferring their differential binding sites between cellular contexts requires a rigorous comparison of the corresponding ChIP-seq data. We present MAnorm2, a new computational tool for quantitatively comparing groups of ChIP-seq samples. MAnorm2 uses a hierarchical strategy for normalization of ChIP-seq data and assesses within-group variability of ChIP-seq signals based on an empirical Bayes framework. In this framework, MAnorm2 allows for abundant differential ChIP-seq signals between groups of samples as well as very different global within-group variability between groups. Using a number of real ChIP-seq data sets, we observed that MAnorm2 clearly outperformed existing tools for differential ChIP-seq analysis, especially when the groups of samples being compared had distinct global within-group variability.

[Supplemental material is available for this article.]

Chromatin immunoprecipitation followed by high-throughput sequencing (ChIP-seq) has become the premier technology for profiling genome-wide localization of chromatin-binding proteins, including transcription factors and histones with various modifications (Mardis 2007; Park 2009). A common downstream analysis of ChIP-seq data is to identify the genomic regions associated with differential binding intensities between different biological conditions, which is essential to understanding the underlying mechanisms orchestrating the dynamics of gene expression program during various biological processes, including development and the onset of disease (Gifford et al. 2013; Lara-Astiaso et al. 2014; Koues et al. 2015). With the decrease of sequencing costs, researchers now are inclined to perform differential ChIP-seq analysis between groups of samples. On the one hand, when the samples of each group are biological replicates for the same experiment, differential analysis on the group level can achieve much better specificity and sensitivity than between individual samples (Steinhauser et al. 2016). This improvement is especially vital for comparing ChIP-seq samples from heterogeneous tissues or closely related cell lineages (Leung et al. 2015; Roadmap Epigenomics Consortium et al. 2015; Cejas et al. 2016). On the other hand, with ChIP-seq profiles for tissues/cells obtained from different individuals, researchers may classify them according to the age, sex, health status, or disease subtype of each donor, and then perform differential analysis between groups of profiles to identify the differential binding events associated with the characteristics. This analysis is of particular interest in the study of personal epigenomes, where fluctuations of histone modification levels across humans are often of functional importance and are best understood on the population level (Kasowski et al. 2013; Grubert et al. 2015; Waszak et al. 2015; Ott et al. 2018).

Despite the importance of group-level differential ChIP-seq analysis, it remains a highly challenging computational task owing to the high variability and noises intrinsic to ChIP-seq data (Steinhauser et al. 2016; Tu and Shao 2017). In general, a successful differential ChIP-seq analysis on the group level relies on a robust normalization approach as well as a sophisticated statistical model for assessing within-group variability of ChIP-seq signals (Meyer and Liu 2014; Nakato and Shirahige 2017). Here, we present MAnorm2, a new computational tool that has made specific efforts to tackle the two challenges in a manner that accounts for ChIP-seq data-specific characteristics.

In practice, the signal-to-noise (S/N) ratio varies significantly across ChIP-seq samples (Steinhauser et al. 2016; Nakato and Shirahige 2017), which greatly increases the difficulty of normalization. We previously developed MAnorm for normalization of a pair of ChIP-seq samples. It alleviates the problem of S/N ratio by using only common peaks of the two samples to infer a scale relationship between them (Shao et al. 2012). In MAnorm2, we extend MAnorm to normalization of any number of samples and further use a hierarchical strategy that takes advantage of the similarity structure among samples. Specifically, by first normalizing samples separately within each group and then performing a
between-group normalization, we can improve both the unbiasedness and robustness of MAnorm2.

As for assessing within-group variability, in the field of differential RNA-seq analysis, the strategy has been adopted by several cutting-edge methods that use an empirical Bayes framework to borrow strength between genes with consideration of mean-variance dependence. For example, limma-trend fits a mean-variance curve (MVC) and squeezes gene-wise variance estimates toward the curve; voom is similar to limma-trend except that it encodes the fitted MVC into the precision weights of different expression measurements; DESeq2 uses the negative binomial distribution to model read counts and aims at fitting a mean-dispersion curve (MDC) (Sartor et al. 2006; Law et al. 2014; Love et al. 2014). In practice, these methods share information between genes to improve variance/dispersion estimation, which can compensate for the lack of sufficient replicates. The same principle applies to ChIP-seq data as well, and many studies have directly applied these methods to differential ChIP-seq analysis (Ross-Innes et al. 2012; Ter Huurne et al. 2017; Ott et al. 2018; Yi et al. 2019). Despite the usefulness of the modeling strategy, no methods exploiting it have been specifically developed for ChIP-seq data. As ChIP-seq data are typically associated with much higher variability and noisiness than RNA-seq data, the statistical models originally designed for differential RNA-seq analysis may not be flexible enough to account for the characteristics of ChIP-seq data.

One problem is that the RNA-seq methods derive the mean expression levels for MVC/MDC fitting by taking the average across all individual samples without considering their group labels. This strategy generally works well for differential RNA-seq analysis since, in most cases, the majority of genes should have nondifferential expression. For differential ChIP-seq analysis, however, the strategy may considerably bias the resulting MVC/MDC owing to the abundance of differential ChIP-seq signals. In practice, differential protein-binding events can be abundant even between very similar cellular contexts (Xu et al. 2012; Kasowski et al. 2013). A primary reason is that the activity of regulatory elements, especially those at distal regions, is much more variable across cellular contexts than is gene expression (Ernst et al. 2011; Kasowski et al. 2013; Heinz et al. 2015). Another problem is that the RNA-seq methods do not explicitly model the difference in global within-group variability between different groups of samples. In practice, however, within-group variability of ChIP-seq signals can vary significantly across groups. For instance, when comparing ChIP-seq profiles between normal individuals and cancer patients, within-group variability in the cancer group is often much higher than that in the normal group owing to the heterogeneity of cancer tissues/cells and the diversity of cancer subtypes and stages.

We previously developed MAnorm for pairwise comparison of ChIP-seq samples. It normalizes two individual samples by removing the M-A trend at their common peaks (M and A values refer to log2 fold change and average log2 read count, respectively), moving the M-A trend at their common peaks (M and A values refer to log2 fold change and average log2 read count, respectively), based on the assumption of no global change of protein binding intensities at these regions (Shao et al. 2012). In MAnorm2, we retain the core assumption of MAnorm and further devise a hierarchical scheme to take advantage of the group structure of samples.

Here, we use the normalization of H3K4me3 ChIP-seq data for two lymphoblastoid cell lines (LCLs) (GM12891 and GM12892) as an example. The two LCLs are derived from different Caucasian individuals, and each of them is associated with three biological replicates (Kasowski et al. 2013). In the hierarchical normalization process, MAnorm2 first separately normalizes the replicates of each LCL and then performs a between-group normalization (Fig. 1A). For the first step, MAnorm2 selects a baseline sample for each group (based on the size factors of samples) (see Methods) and repeatedly normalizes every other sample in the group against the baseline. Technically, to normalize an individual sample against another, MAnorm2 applies a linear transformation to the log2 read counts of the former such that the M-A trend at their common peak regions (i.e., genomic intervals occupied by both samples) is eliminated. For the second step, MAnorm2 creates a reference ChIP-seq profile for each LCL by taking the average across its replicates (using normalized log2 read counts from the first step), and re-applies the above procedure for within-group normalization to the resulting reference profiles (by default, MAnorm2 treats an interval as occupied by a reference profile if it is occupied by any samples in the corresponding group). Then, the linear transformation derived for the nonbaseline reference profile is equally applied to each replicate of the corresponding LCL.

Hierarchical normalization for groups of ChIP-seq samples

To facilitate the understanding of the working principle of MAnorm2, we first give a brief description of some basic concepts. An MAnorm2 analysis starts with a count matrix and an occupancy matrix. Rows and columns of both matrices correspond to a predefined list of genomic intervals and a set of ChIP-seq samples, respectively. For each interval in each sample, the count matrix records the number of sequencing reads falling within the interval, and the occupancy matrix uses a binary variable to indicate whether the interval is enriched with reads (or whether it is a peak region). Formally, MAnorm2 refers to a genomic interval as occupied by a ChIP-seq sample if the interval is enriched with reads in the sample.

For each MAnorm2 analysis in this study, we compiled the list of intervals by calling peaks for each related ChIP-seq sample and merging all the resulting peaks. Occupancy states of intervals in each sample were then determined based on their overlaps with the peaks identified for the sample. See Methods for details about the construction of input matrices of MAnorm2, but note that the MAnorm2 machinery is independent of the specific method for obtaining a list of intervals and determining their occupancy states.

Results
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We previously developed MAnorm for pairwise comparison of ChIP-seq samples. It normalizes two individual samples by removing the M-A trend at their common peaks (M and A values refer to log2 fold change and average log2 read count, respectively), based on the assumption of no global change of protein binding intensities at these regions (Shao et al. 2012). In MAnorm2, we retain the core assumption of MAnorm and further devise a hierarchical scheme to take advantage of the group structure of samples.

Here, we use the normalization of H3K4me3 ChIP-seq data for two lymphoblastoid cell lines (LCLs) (GM12891 and GM12892) as an example. The two LCLs are derived from different Caucasian individuals, and each of them is associated with three biological replicates (Kasowski et al. 2013). In the hierarchical normalization process, MAnorm2 first separately normalizes the replicates of each LCL and then performs a between-group normalization (Fig. 1A). For the first step, MAnorm2 selects a baseline sample for each group (based on the size factors of samples) (see Methods) and repeatedly normalizes every other sample in the group against the baseline. Technically, to normalize an individual sample against another, MAnorm2 applies a linear transformation to the log2 read counts of the former such that the M-A trend at their common peak regions (i.e., genomic intervals occupied by both samples) is eliminated. For the second step, MAnorm2 creates a reference ChIP-seq profile for each LCL by taking the average across its replicates (using normalized log2 read counts from the first step), and re-applies the above procedure for within-group normalization to the resulting reference profiles (by default, MAnorm2 treats an interval as occupied by a reference profile if it is occupied by any samples in the corresponding group). Then, the linear transformation derived for the nonbaseline reference profile is equally applied to each replicate of the corresponding LCL.

After completing the entire normalization process, we observed that the M-A trend at common peak regions of each pair of samples was largely eliminated, no matter whether the two samples belonged to the same group and whether they had ever been selected as baseline (Fig. 1B). This result indicated that ChIP-seq signal intensities were now comparable across all the samples, and we could then quantify fold changes of H3K4me3 levels between the two LCLs by calculating M values between their (normalized) reference profiles. Of note, the M values for GM12891/GM12892-specific peak regions were systematically biased towards the LCL, while the M values for common peak regions had a
Figure 1. Hierarchical normalization for groups of ChIP-seq samples. (A) Diagram illustrating the hierarchical normalization process applied to the H3K4me3 ChIP-seq samples of GM12891 and GM12892 LCLs. (B) MA scatterplots for each pair of H3K4me3 samples before and after normalization. Only common peak regions of the associated two samples are used to draw each plot, in which the top-right numeric value gives the Pearson correlation coefficient (PCC) between M and A values across these regions. Red lines are fitted by the least squares method. (C) MA scatterplot for normalized reference profiles of GM12891 and GM12892. Here, genomic intervals are classified based on their occupancy states in the two reference profiles.
Modeling mean-variance trend under an empirical Bayes framework

MAnorm2 next models normalized log2 read counts as following normal distribution. For a differential analysis between two groups of samples, a straightforward method is to apply a t-test to each genomic interval. In practice, however, the number of ChIP-seq samples in a group is often small (typically 2–3 when the group comprises biological replicates), which gives rise to variance estimates with large uncertainty and, thus, compromises the statistical power for identifying differential signals.

To tackle this problem, MAnorm2 borrows strength between genomic intervals with similar signal levels by fitting a smooth MVC (Fig. 2A), which is then incorporated into the differential analysis under an empirical Bayes framework for achieving shrinkage of variance estimates (see Methods and Supplemental Note S1). Similar to limma-trend (Sartor et al. 2006; Law et al. 2014), MAnorm2 specifies an inverse-gamma distribution as the prior distribution of the variance of each interval, with the associated parameters determined by the MVC and a hyperparameter denoted by \( d_0 \), which is referred to as the number of prior degrees of freedom and amounts to the number of additional samples acquired by sharing information between intervals. In effect, the final variance estimate for each individual interval is a weighted average of its prior and observed variances (the former is obtained from the MVC), with the weights being proportional to their respective numbers of degrees of freedom.

By performing a differential analysis of the H3K4me3 ChIP-seq data between GM12891 and GM12892 LCLs, we compared the performance of several statistics for calling differential genomic intervals. These statistics included the \( M \) values and \( P \)-values of MAnorm and MAnorm2 as well as the \( P \)-value of a variant of MAnorm2 (referred to as no-MVC). Technically, no-MVC uses only observed variances to derive final variance estimates and is intrinsically equivalent to an ordinary t-test. Since H3K4me3 levels at gene promoters are strongly correlated with gene expression...
levels, we defined, for the intervals located at promoter regions, true differential ones as those that were linked with differentially expressed genes (DEGs). Using each of the statistics, we ranked promoter intervals in order of evidence of differential H3K4me3 levels between the two LCLs and calculated the proportions of true discoveries among the top-ranked ones (Fig. 2B). We found that MANorm2 led to clearly higher true discovery proportions than MANorm, with respect to both the M value and P-value. Besides, a substantial improvement in method performance was observed from no-MVC to MANorm2, which illustrated the power of empirical Bayes shrinkage for variance estimation. We also examined the exact P-values assigned to the intervals located at promoter regions of DEGs and non-DEGs (for better presentation, shown in Figure 2C are actually z-statistics, which were obtained by mapping two-tailed P-values along with the signs of M values to the standard normal distribution) (Fig. 2C). It can be seen that, benefiting from modeling the mean-variance relationship to reduce the uncertainty of variance estimates, MANorm2 considerably increases the sensitivity for identifying differential intervals without sacrificing its specificity.

Empirical Bayes shrinkage for variance-dispersion estimation has been exploited by several existing tools for differential RNA-sequencing analysis (Law et al. 2014; Love et al. 2014). Technically, these tools improve the adaptivity to data sets of various characteristics by empirically determining the shrinkage strength. Similarly, the hyperparameter $d_0$ in MANorm2 effectively controls the degree to which observed variances are squeezed toward MVC, and $d_0$ is estimated from the data set under analysis. Despite the wide use of this strategy, few studies have used concrete examples to demonstrate specifically how it contributes to the adaptivity of a method. In particular, the advantage of empirical Bayes shrinkage over using directly prior variances/dispersions is of much interest. Here, we applied MANorm2 in two scenarios with which the associated variance structures were of distinct complexity. In the first scenario, samples in the same group were biological replicates, while in the second one each group consisted of profiles for different individuals. For this analysis, we incorporated H3K4me3 ChIP-seq data for two additional Caucasian LCLs (GM12890 and SNYDER, each associated with two biological replicates). We performed a comparison of H3K4me3 levels between GM12890 and SNYDER for the first scenario. For the second one, we classified the total four LCLs into two males (GM12891 and SNYDER) and two females (GM12890 and GM12892) and performed a between-sex comparison (note that we created a reference profile for each LCL and conducted a two-versus-two comparison as in the first scenario). Variance structure in the second scenario should be much more complicated than in the first one, as within-group variability in the second scenario was additionally influenced by epigenetic variation across humans (Kasowski et al. 2013). This difference was also indicated by distinct $d_0$ estimates for the two comparisons, which were 14.6 and 4.2, respectively (Supplemental Fig. S1A,B). We then used the corresponding gene expression data to evaluate the performance of MANorm2 and another variant of it (referred to as MVC-only), which directly uses prior variances as final variance estimates. While the performance of MVC-only was comparable with MANorm2 in the first scenario, it was significantly outperformed by MANorm2 in the second one (Supplemental Fig. S1C, D). These results explicitly demonstrated how empirical Bayes shrinkage for variance estimation improves the adaptivity of a method (see Supplemental Note S2 for a more detailed discussion of this topic).

Comparing MANorm2 with other empirical Bayes methods that account for the mean-variance/Dispersion relationship

The strategy of modeling the mean-variance/Dispersion trend under an empirical Bayes framework has been used by several methods for differential RNA-seq analysis, including limma-trend, voom, and DESeq2 (Sartor et al. 2006; Law et al. 2014; Love et al. 2014). The primary differences between MANorm2 and these RNA-seq methods relate to two considerations of MANorm2: (1) MANorm2 calculates observed means and variances separately within each group of samples to render the unbiasedness of MVC fitting resistant to the abundance of differential signals between groups; and (2) MANorm2 adjusts the observed variances from different groups to make them comparable across groups. For the latter, MANorm2 introduces $\gamma_j$ (termed variance ratio factor) to parameterize the global within-group variability of group $j$. For a comparison between group 1 and 2, MANorm2 derives an estimate of $\gamma_2/\gamma_1$ and uses this ratio to adjust the observed variances from group 2.

To investigate the practical utility of the two considerations, we made a systematic comparison of MANorm2 with limma-trend, voom, and DESeq2 in differential analysis of real ChIP-seq data. We first compared their performance in identifying differential H3K4me3 levels between GM12891 and GM12892. This analysis can serve as a good example to illustrate the utility of the first consideration alone, as there was only a small difference in global within-group variability between the two groups (the estimated $\gamma_{\text{GM12892}}/\gamma_{\text{GM12891}}$ was 0.802). Based on the corresponding gene expression data, we found that MANorm2 provided better rankings of promoter intervals compared to the other methods (Fig. 3A).

We further performed all pairwise comparisons of H3K4me3 levels among the four LCLs (GM12890, GM12891, GM12892, and SNYDER), which resulted in six comparisons in total. In each comparison, we calculated true discovery proportions among top-ranked promoter intervals for each method (Fig. 3B; Supplemental Fig. S2). In summary, each method was associated with 60 true discovery proportions, and MANorm2 provided the best performance in 51 cases (including two ties with voom). We also repeated these analyses with different peak-calling cutoffs and observed very similar results (Supplemental Figs. S3, S4).

We next controlled for the specific normalization method when comparing the differential analysis methods, which had been applied to the same count matrix with their respective normalization methods in each of the previous differential analyses. By default, we applied limma-trend and voom in this study with the TMM (weighted trimmed mean of M values) normalization method (Robinson and Oshlack 2010) and applied DESeq2 with size factors derived by the median-ratio strategy (Anders and Huber 2010). Both TMM and size factor methods normalize read counts by applying a linear scaling factor to each sample. They cannot remove the M-A trend among samples, nor do they exploit the group structure of samples. For a fairer method comparison, we applied limma-trend, voom, and DESeq2 to the normalization results derived by hierarchical MA normalization (i.e., the normalization method of MANorm2). In this way, their performance has been improved, but the overall performance of MANorm2 was still superior to them (Fig. 3C,D). This relative performance was also observed when applying all four methods separately with size factor, TMM, and quantile normalization methods (Supplemental Fig. S5). We also compared the performance of MANorm2 coupled with different normalization methods and found the best overall
Figure 3. Comparison among empirical Bayes methods that take the mean-variance/dispersion relationship into account. (A) Comparing the performance of MAnorm2 with limma-trend, voom, and DESeq2 in the differential analysis of H3K4me3 ChIP-seq data between GM12891 and GM12892. (B) Comparing the four methods in all pairwise comparisons of H3K4me3 levels among GM12890, GM12891, GM12892, and SNYDER LCLs. Each line corresponds to an individual comparison between two LCLs, and the methods are sorted by the average true discovery proportion (among 500 top-ranked promoter intervals) across all the six comparisons. (C,D) Comparing the four methods with unifying their normalization methods to hierarchical MA normalization. (E,F) Comparing the performance of MAnorm2 coupled with different normalization methods. Note that methods in D and F have been sorted as well.
performance of MAnorm2 was achieved by hierarchical MA normalization (Fig. 3E, F).

For the second consideration of MAnorm2, we performed a differential analysis between normal individuals and cancer patients. We first collected H3K27ac ChIP-seq data for three chronic lymphocytic leukemia (CLL) cell lines (MEC1, OSU-CLL, and CII) derived from different patients (Ott et al. 2018). For the normal counterparts, we selected GM12891, GM12892, and SNYDER LCLs to match the sex composition of the CLL group. Note that all these LCLs and CLL cell lines are derived from primary B cells harvested from donors.

After normalizing the H3K27ac ChIP-seq data by using hierarchical MA normalization, we performed a principle component analysis (PCA) and found the global within-group variability of the CLL group was much higher than that of the LCL group (Fig. 4A). This difference is also indicated by the scatterplot of

**Figure 4.** Explicitly modeling the difference in global within-group variability between groups. (A) PCA results on normalized H3K27ac ChIP-seq signal intensities of three LCLs and three CLL cell lines. (B) Scatterplot of log10 observed variances against observed mean signal intensities from different groups of samples. (C) Scatterplot of log10 adjusted variances against observed mean signal intensities. (D) Comparing the performance of MAnorm2 with limma-trend, voom, and DESeq2 in the differential analysis of H3K27ac ChIP-seq data between LCLs and CLL cell lines. (E) Comparing the four methods with unifying their normalization methods to hierarchical MA normalization. (F) Comparing the performance of MAnorm2 across different normalization methods.
(unadjusted) observed mean-variance pairs from different groups (Fig. 4B). Consistently, MAnorm2 derived an estimate of $\gamma_2/\gamma_1$ of about 3.66. This ratio was then used to adjust the observed variances from the CLL group, and an MVC was fitted on the resulting mean-variance pairs from both groups (Fig. 4C). The whole process is essentially to normalize observed variances across groups, and MAnorm2 manages to integrate this normalization into a statistical model for the following differential tests. We made a comparison between the LCL and CLL groups and found that MAnorm2 clearly outperformed the other three methods in this analysis (Fig. 4D; Supplemental Fig. S6). Again, this relative performance remained basically unchanged when we controlled for the specific normalization method (Fig. 4E; Supplemental Fig. S7). We also compared the performance of MAnorm2 across different normalization methods and found that MAnorm2 performed best when coupled with hierarchical MA normalization (Fig. 4F).

In this LCL-CLL comparison, the advantage of hierarchical MA normalization over the linear scaling methods was even more significant than in the GM12891-GM12892 comparison. A primary reason was the serious M-A trend between the LCL and CLL groups, which resulted in very unbalanced statistical power for identifying upregulated signals in different groups when we applied limma-trend, voom, and DESeq2 with their default normalization methods (Supplemental Fig. S8A–D). Specifically, the three methods tended to rank upregulated intervals in the CLL group lower than those in the LCL group, while MAnorm2 applied with hierarchical MA normalization, did not (Supplemental Fig. S8E). This tendency of the three methods was clear even after they were equipped with hierarchical MA normalization, though the unbalanced statistical power for the two groups was indeed alleviated (Supplemental Fig. S9). In particular, among the promoter intervals linked with DEGs, there were 13 that were ranked in the top 100 promoter intervals by MAnorm2 but not by the three methods, and 11 of them were upregulated in the CLL group. Supplemental Figure S10 gives several examples of the 13 intervals, and it can be seen that H3K27ac ChIP-seq signal in each of them is clearly more variable in the CLL group than in the LCL group. Together, these observations suggested that properly handling the difference in global within-group variability between groups can contribute to balancing the statistical power for identifying upregulated signals in different groups.

We next performed additional differential analyses for more comprehensively comparing the methods. We first compared their performance on ChIP-seq data for transcription factors by conducting a differential analysis of Pol II ChIP-seq data between seven Japanese and seven non-Japanese lung adenocarcinoma (LUAD) cell lines (Suzuki et al. 2014). Then, we performed a differential ATAC-seq assay (for transposase-accessible chromatin using sequencing) analysis between 27 LUAD and nine lung squamous cell carcinoma (LUSC) patients, corresponding to two common subtypes of non-small cell lung carcinoma (Wang et al. 2019). This analysis illustrated the applicability of MAnorm2 to other types of sequencing data. Finally, to evaluate the performance of MAnorm2 on ChIP-seq data for histone modifications with broad peaks, we compared H3K36me3 levels between H1, an embryonic stem cell line, and GM12891, each associated with two biological replicates. In each of these differential analyses, MAnorm2 clearly outperformed limma-trend, voom, and DESeq2 when they were applied with their default normalization methods, and MAnorm2 performed as well or better than them when they were applied with hierarchical MA normalization (Fig. 5A–F). For reference, the $\gamma_2/\gamma_1$ estimates for these differential analyses were 1.75, 1.80, and 3.24, respectively. Note that the last differential analysis indicated that distinct global within-group variability between different groups of samples does not necessarily result from biological reasons (one of the two replicates of GM12891 had an effective library size less than two million, which resulted in high variability of ChIP-seq signals).

Comparing MAnorm2 with other tools for group-level differential ChIP-seq analysis

There are two broad classes of computational tools for differential ChIP-seq analysis (Steinhauser et al. 2016; Tu and Shao 2017). The first class requires users to provide predefined peaks for related samples, while the second class has no such requirement. We selected three representative tools to compare with MAnorm2, including ChIPComp from the first class as well as PeR and csaw from the second one (Zhang et al. 2014; Chen et al. 2015; Lun and Smyth 2016). For ChIPComp, we separately used each of two statistics to rank genomic intervals, which were $P$-value and the posterior probability that the fold change is greater than 2. For csaw, we tried two normalization methods provided by it. The first one removes trended biases (i.e., M-A trend among samples) by using abundance-dependent offsets, and the second one normalizes for composition biases by applying the TMM method. We applied these tools to the previous differential analyses and found that they were outperformed by MAnorm2 in the vast majority of cases (Fig. 6A–F; Supplemental Fig. S11).

Discussion

In the study, we developed MAnorm2 for quantitatively comparing groups of ChIP-seq samples. MAnorm2 comprises a hierarchical MA normalization approach and an empirical Bayes model that exploits the mean-variance relationship to improve variance estimation.

For the normalization part, the hierarchical approach takes advantage of the similarity structure among samples to reduce normalization biases. It also reduces the variability of normalization results by avoiding selecting a single baseline from many samples. Here, we extensively evaluate the techniques used in hierarchical MA normalization, using the pairwise comparisons among LCLs and the LCL-CLL comparison as examples. We first compared hierarchical and nonhierarchical MA normalization methods by applying the statistical model part of MAnorm2 to normalization results derived by each of them. While the nonhierarchical method performed as well as the hierarchical one in the pairwise comparisons among LCLs, the former was clearly outperformed by the latter in the LCL-CLL comparison (Supplemental Fig. S12). This was natural since, in the LCL-CLL comparison, the cellular contexts being compared were more distinct from each other, in which case it can bring more improvement to account for the similarity structure among samples. We next tried deducing the linear transformation for normalizing a pair of samples (or reference profiles) based on all genomic intervals rather than common peak regions. Similarly, the advantage of the original method over the modified one was slight in the pairwise comparisons among LCLs but was considerable in the LCL-CLL comparison (Supplemental Fig. S13). When applying the modified method, we also observed consistently increased uncertainty associated with the coefficient estimates for linear transformation, suggesting ChIP-seq signals at common peak regions are of higher regularity.
Figure 5. Method comparison on additional data sets. (A, B) Differential analysis of Pol II ChIP-seq data between seven Japanese and seven non-Japanese LUAD cell lines. (C, D) Differential ATAC-seq analysis between 27 LUAD and nine LUSC patients. (E, F) Differential analysis of H3K36me3 ChIP-seq data between H1 and GM12891, each associated with two biological replicates. In this analysis, we selected for each gene the widest genomic interval overlapping its body. These intervals were then ranked separately by each method. In A, C, and E, methods are applied with their respective default normalization methods. In B, D, and F, methods are applied with hierarchical MA normalization.
Tu et al.

Figure 6. Comparing MAnorm2 with other tools for group-level differential ChIP-seq analysis. (A) Differential analysis of H3K4me3 ChIP-seq data between GM12891 and GM12892. (B) Pairwise comparisons of H3K4me3 levels among GM12890, GM12891, GM12892, and SNYDER. Methods are sorted by the average true discovery proportion (among 500 top-ranked promoter intervals) across all the comparisons. (C) Differential analysis of H3K27ac ChIP-seq data between LCLs and CLL cell lines. (D) Differential analysis of Pol II ChIP-seq data between Japanese and non-Japanese LUAD cell lines. (E) Differential ATAC-seq analysis between LUAD and LUSC patients. ChIPComp is not applicable in this analysis as it requires input samples to model background noise. (F) Differential analysis of H3K36me3 ChIP-seq data between H1 and GM12891.

and that focusing on these regions can make the coefficient estimates more reliable (here, the uncertainty of coefficient estimates was assessed by bootstrapping) (Supplemental Fig. S14). Finally, inspired by the principle of bias-variance tradeoff (Hastie et al. 2009), we tried two additional transformation methods for removing the M-A trend that were, respectively, more and less flexible.
than the original linear transformation. Specifically, the more flexible method used local polynomial regression (LOESS) to fit the M-A trend, while the less flexible one used robust linear regression (Supplemental Note S3). Overall, the original linear transformation performed better than these two methods in both the scenarios of differential ChIP-seq analysis (Supplemental Fig. S15).

As for the statistical model part of MAnorm2, it uses a multivariate normal (MVN) distribution to model normalized log2 read counts of each interval in each group of samples. Technically, the covariance matrix of the MVN distribution is formulated as a symmetric matrix (term matrix) times a scalar that quantifies the within-group variability (see Methods). Although all structure matrices involved in the study were simply identity matrices, they can be used to model the precision weights of signal measurements from different samples and the correlations among them (Smyth et al. 2005; Law et al. 2014), which, for example, may help to deal with ChIP-seq samples associated with distinct quality and/or batch effects. Another extension of the MAnorm2 model regards comparison of more than two groups of samples. Under the MVN framework, the model can be readily extended to simultaneous comparison of any number of groups (Supplemental Note S4). Here, we performed a simultaneous comparison of H3K4me3 levels among the four LCLs. We separately used the extended MAnorm2 model, one-way analysis of variance (ANOVA), and the maximum fold change between a pair of LCLs to select differential intervals. It was found that MAnorm2 provided much better rankings of promoter intervals than the other two methods (Fig. 7A). In addition, compared to ANOVA, MAnorm2 considerably increased the sensitivity for identifying differential intervals without sacrificing its specificity (Fig. 7B).

The two parts of MAnorm2 are relatively independent of each other, and they both operate on continuous variables. These properties make it easy to incorporate existing tools into an MAnorm2 analysis for correcting for various confounding factors, including batch effects (Johnson et al. 2007; Nueda et al. 2012) and background signals measured by input samples. For all MAnorm2 analyses in the study, input samples were only used for peak calling. Here, we tried the strategy of directly subtracting input read counts from ChIP-seq read counts for each genomic interval (Ross-Innes et al. 2012). We noticed, however, clearly increased uncertainty as- sociated with the coefficient estimates for normalization, suggesting that background signals measured by input samples must be corrected for in a sophisticated manner (e.g., by first performing a normalization between ChIP-seq and input samples [Zhang et al. 2014] or integrating the correction into the following statistical procedures [Chen et al. 2015]). For future studies, we may also try revising occupancy states of genomic intervals after correcting for background signals.

Methods

All sequencing reads used in this study were aligned to the hg19 genome for consistency with existing alignment results and application of existing annotations and computational tools. However, our MAnorm2 method and the conclusions made in this paper are not specific to a genome version.

Data sets

RNA-seq and ChIP-seq data used in this study for GM12890, GM12891, GM12892, and SNYDER were obtained from Kasowski et al. (2013). RNA-seq and H3K27ac ChIP-seq data for MEC1, OSU-CLL, and CIi were obtained from Ott et al. (2018). RNA-seq and Pol II ChIP-seq data for 14 LUAD cell lines (RERF-LC-Ad2, RERF-LC-Kj, LC2/ad, RERF-LC-MS, II-18, PC-9, RERF-LC-Ad1, H322, H1819, H1299, A427, H1703, A549, and H1648) were obtained from Suzuki et al. (2014). RNA-seq and ATAC-seq data for 27 LUAD and nine LUSC patients were obtained from Wang et al. (2019). RNA-seq and H3K36me3 ChIP-seq data for H1 were obtained from the ENCODE Consortium (The ENCODE Project Consortium 2012), with the accession numbers ENCF0590Kvu, ENCF9929Rj, ENCF589VNC, and ENCF402hns.

Accompanying input sample measuring background signals was available for each ChIP-seq sample used in this study and was obtained from the same study (ENCODE accession numbers for the H1 input samples were ENCF0422gYg and ENCF0202iDr).

Figure 7. Simultaneously comparing multiple groups of ChIP-seq samples. (A) In the simultaneous comparison of H3K4me3 levels among GM12890, GM12891, GM12892, and SNYDER, the proportion of true discoveries among top-ranked promoter intervals is plotted against the number of top-ranked promoter intervals. DEGs were identified by applying the likelihood ratio test provided by DESeq2 to the corresponding four groups of RNA-seq samples, with a P-value cutoff of 0.01. (B) Box plots for the −log10 P-values assigned to promoter regions of DEGs and non-DEGs. Dotted line corresponds to a P-value of 0.05. Non-DEGs were defined as the genes with a DESeq2 P-value larger than 0.5 and a maximum fold change among the four groups less than 2.
Data preprocessing

Processing of all RNA-seq, ChIP-seq, and input samples started with sequencing reads. We first used Trim Galore (Martin 2011) to trim 3’ ends of reads. Resulting RNA-seq and ChIP-seq/input reads were then aligned to hg19 by STAR (Dobin et al. 2013) and Bowtie (Langmead et al. 2009), respectively. To avoid artifacts from PCR amplification, we kept for each sample at most one read or read pair at each genomic location. The remaining reads or read pairs of each RNA-seq sample were then assigned to UCSC annotated genes (Karolchik et al. 2004) by using htseq-count (Anders et al. 2015). For the ATAC-seq samples, only alignment results for hg19 (BAM-formatted files) were available. Trimming of reads and removal of duplicates had already been done for these BAM files.

We next processed the read alignments of ChIP-seq/input samples as follows. For paired-end samples, we converted each read pair into a single read whose 5’ end lay upstream of the associated DNA fragment center by 100 bp, with the center inferred as the midpoint between the two 5’ ends of the read pair. For each single-end sample for which we knew the fragment size used in DNA size selection, we shifted each read such that its 5’ end lay upstream of the associated DNA fragment center by 100 bp as well. For the ATAC-seq samples, which were all single-end, we shifted upstream each read by 100 bp. All this processing was for making the 5’ ends of all reads of different samples lie upstream of the presumed protein binding sites with a fixed distance. For clarification, all downstream analyses of these samples were based on the processed read alignments.

Peak calling

Peak calling for each ChIP-seq sample was performed against the corresponding input sample. Specifically, for each H3K36me3 ChIP-seq sample, MACS2 was applied with the parameters ‘--nomodel --nomodel --nomodel --nomodel --nomodel --nomodel --nomodel --shiftsize=100 –keep-dup=all’ (Zhang et al. 2008). As for the ATAC-seq samples, we used MACS 1.4 with the same parameters, only that no input samples were provided.

Input matrices of MANorm2

MANorm2 takes a count matrix and an occupancy matrix as input. Rows and columns of both matrices correspond to a predefined list of genomic intervals and a set of ChIP-seq samples, respectively. MANorm2 utilises has been specifically developed for constructing input matrices of MANorm2. For each MANorm2 analysis in the study, MANorm2 utilises was applied to read alignments and identified peaks of related samples, with the parameters ‘--typical-bin-size=X –shiftsize=100 –keep-dup=all –filter=blacklist’. Here, we briefly describe how MANorm2 utilises works under the parameters (see https://github.com/tushiqi/MANorm2_utils/tree/master/docs for a full documentation of MANorm2 utilises). First, it merges all provided peaks from different samples. It then divides up each broad merged peak into consecutive bins of X bp and leaves narrow merged peaks as they are (in the study, X was set to 1000 for ATAC-seq and Pol II ChIP-seq samples; for H3K4me3 and H3K27ac ChIP-seq samples, X was set to 2000; for H3K36me3 ChIP-seq samples, X was set to a number large enough to effectively suppress the division procedure). MANorm2 utilises next filters out the genomic intervals overlapping with blacklisted regions (Amemiya et al. 2019) and, thus, determines the final list of intervals. Finally, the count matrix is determined by shifting downstream the 5’ end of each read by 100 bp and assigning the resulting loci to the intervals, and the occupancy matrix is determined based on the overlaps between the intervals and the identified peaks.

Within-group normalization of ChIP-seq samples

To normalize a group of ChIP-seq samples, MANorm2 selects one of them as the baseline and repeatedly normalizes each other sample against it. MANorm2 allows users to specify the baseline sample by themselves. By default, it uses the median-ratio strategy (Anders and Huber 2010) to derive size factors of samples and selects the sample whose log2 size factor is closest to 0 as a baseline. To reduce biases, only genomic intervals that are occupied by all the samples are used to derive size factors. We next detail the procedure for normalizing a ChIP-seq sample against another.

Suppose X and Y are two vectors of log2 read counts (we used an offset of 0.5 in the study) representing raw signal intensities of two ChIP-seq samples in a list of genomic intervals. We normalize Y against X by applying a linear transformation to Y. Let \( Y’ = a + \beta Y \) be normalized signal intensities, where \( a \) and \( \beta \) are scalar coefficients to be determined. We define normalized M and A values by \( M’ = Y’ - X \) and \( A’ = 1/(X+Y’), \) respectively, and we determine the two coefficients by imposing the following two constraints:

\[
\text{mean}(M’) = 0, \\
\text{cov}(M’, A’) = 0,
\]

where mean and cov refer to sample mean and sample covariance, respectively, and \( i \) indicates the vectors are subsetted to common peak regions (i.e., the intervals occupied by both samples). Solutions for \( a \) and \( \beta \) are given by

\[
a = \text{mean}(X) - \beta \cdot \text{mean}(Y), \\
\beta = \frac{\text{sd}(X)}{\text{sd}(Y)}
\]

where sd refers to sample standard deviation.

Modeling a group of normalized ChIP-seq samples and between-group normalization

MANorm2 models a group of normalized ChIP-seq samples by using the MVN distribution. Suppose X is an \( n \times m \) matrix recording normalized signal intensities (i.e., normalized log2 read counts) in \( n \) genomic intervals for \( m \) ChIP-seq samples belonging to the same biological condition. Let \( X_i \) be the transpose of the \( i \)-th row of \( X \). We assume

\[
X_i | t_i \sim \text{MVN}(\mu_i, S_i t_i).
\]

Here, \( \mu_i \) and \( t_i \) are two unknown scalars that parameterize the mean signal intensity of interval \( i \) in this biological condition and the associated within-group signal variability, respectively; \( t \) is a column vector of ones; \( S_i \) termed structure matrix, is an \( m \times m \) symmetric matrix designed for the convenience of incorporating existing tools for modeling the precision weights of signal measurements from different samples as well as the correlations among them (Smyth 2004; Smyth et al. 2005; Law et al. 2014). All structure matrices used in the study were simply identity matrices. MANorm2 next derives mean and variance estimates by applying the generalized least squares method:

\[
\hat{\mu}_i = (1^T S_i^{-1} 1)^{-1} 1^T S_i^{-1} X_i, \\
\hat{t}_i = \frac{(X_i - 1 \hat{\mu}_i)^T S_i^{-1} (X_i - 1 \hat{\mu}_i)}{m - 1}.
\]

Finally, MANorm2 uses the vector of \( \hat{\mu}_i \) as a reference profile that represents this group of \( m \) samples.
For normalizing multiple groups of ChIP-seq samples, of which each has been internally normalized, MANorm2 first derives the reference profiles of the groups and determines the occupancy states of genomic intervals in each of them. By default, MANorm2 treats an interval as occupied by a reference profile if it is occupied by any individual samples in the corresponding group. It then applies the procedure for within-group normalization to the reference profiles. Finally, the linear transformation derived for each nonbaseline reference profile is equally applied to each sample in the corresponding group. Note that, since the transformation applied to each group is linear, the original structure matrices remain valid for transformed signal intensities. For all MANorm2 analyses in the study but the differential analysis of H3K36me3 ChIP-seq data, we used the default behavior to determine occupancy states of intervals in reference profiles. For the H3K36me3 ChIP-seq data set, we observed a very low between-replicate consistency in occupancy states of intervals (for the two replicates of H1, only 8.7% and 60.7% of occupied intervals were also occupied by the other; for GM12891, the proportions were 38.4% and 5.0%). We therefore treated only those intervals as occupied by H1/GM12891 that were occupied by both replicates of the cell line.

Modeling the mean-variance trend and identifying differential ChIP-seq signals between two groups of samples

Here we describe how MANorm2 compares two groups of ChIP-seq samples, assuming all related samples have been normalized to be comparable with each other.

For \( j = 1, 2 \), suppose \( X_j \) is an \( n \times m_i \) matrix recording normalized ChIP-seq signal intensities in \( n \) genomic intervals for \( m_i \) samples belonging to condition \( j \). Let \( X_{ij} \) be the transpose of the \( i \)-th row of \( X_j \). Note that Equations 3 and 4 are still valid once we add a subscript \( j \) to each related variable to indicate its group label. We assume the MCVs associated with the two groups of samples have the same shape and differ from each other only by a scaling factor. Formally, we define \( \sigma^2_{ij} = \frac{t_{ij}}{\gamma_i} \), where \( \gamma_i \), termed variance ratio factor, parameterizes the global within-group variability of group \( j \). Then, the complete Bayesian model that takes advantage of the mean-variance trend is given by

\[
X_{ij} | \sigma^2_{ij} \sim MVN(1_{m_i} \mu_{ij}, S_i(\gamma_i \sigma^2_{ij}))
\]

where

\[
\hat{\sigma}^2 = \frac{d_{ij}(\hat{\mu}_{i1} + \hat{\mu}_{i2})}{d_0 + m_1 + m_2 - 2}
\]

According to the theoretical presentation described in Smyth (2004), if \( (\hat{\mu}_{i1} + \hat{\mu}_{i2})/2 \) in Equation 7 were replaced by \( \mu_{i1} \) (or \( \mu_{i2} \)), \( T_1 \) would strictly follow a \( t \)-distribution under the null hypothesis with \( (d_0 + m_1 + m_2 - 2) \) degrees of freedom. Here, we derive the mean estimates for determining prior variances by taking the average signal intensities across groups rather than individual samples, which is for alleviating the influence of unbalanced group sizes. Accordingly, a two-tailed \( P \)-value for the hypothesis testing is given by

\[
p_i = 2 \cdot T_{d_0+m_1+m_2-2}(-|\hat{T}_1|)
\]

As for parameter estimation, MANorm2 uses an empirical Bayes approach in which \( \hat{d}_1, \hat{d}_2, \gamma_1, \) and \( \gamma_2 \) are estimated from the data. Supplemental Note S1 includes a complete description of the parameter estimation framework as well as extensive statistical simulation for evaluating the framework. Here, we stress that, for fitting \( f \), MANorm2 derives an estimate of \( \gamma_2/\gamma_1 \) and pools the mean-variance pairs of the form \( (\hat{\mu}_{i1}, \hat{\sigma}_i^2) \) or \( (\hat{\mu}_{i2}, \hat{\sigma}_i^2) \) into a weighted gamma-family regression process, with \( (m_1 - 1) \) and \( (m_2 - 1) \) as the weights of observations from group 1 and 2, respectively.

Using size factor, TMM, and quantile normalization methods to derive normalized log2 read counts

For the size factor method, we used the estimateSizeFactors function of the DESeq2 package (Love et al. 2014; R Core Team 2018) to derive size factors of samples, which implemented the median-ratio strategy. The size factors were then used to scale raw read counts, and a log2 transformation was subsequently applied. For the TMM method, normalization factors for scaling library sizes were calculated by the calcNormFactors function of the edgeR package (Robinson et al. 2010), and the voom function of the limma package (Smyth 2004) was then used to convert raw counts into log2-count per million (log2-CPM) values. For the quantile normalization method, the normalizeBetweenArrays function of the limma package was applied to log2 read counts.

Applying limma-trend, voom, and DESeq2 to raw read counts

For the size factor, TMM, and voom methods, we can derive log2-count per million (log2-CPM) values by using the calcNormFactors and voom functions of the edgeR package, with log2 = TRUE for the latter. Then, the standard pipeline of limma was applied to the log2-CPM values, with trend = TRUE for the ellayers function. For the voom method, the calcNormFactors and voom functions were sequentially called, and the standard limma pipeline was then applied to the returned object. DESeq2 was applied with its standard pipeline as recommended in the documentation.

Applying limma-trend, voom, and DESeq2 to normalized log2 read counts

For controlling for the specific normalization approach when comparing these methods with MANorm2, we have also applied them directly to normalized log2 read counts. Suppose \( X \) is a count matrix whose rows and columns correspond to genomic intervals and ChIP-seq/ATAC-seq samples, respectively. Let \( x_{ij} \) be the element of \( X \) corresponding to interval \( i \) and sample \( j \). Let \( Y = (y_{ij}) \) be the
corresponding matrix of normalized log₂ read counts. For limma-trend, the standard limma pipeline was directly applied to Y, with trend = TRUE for the eBays function. For the voom method, the function call voom(2^Y – 0.5) with lib.size = rep(166 – 1, ncol(Y)) guaranteed that normalized signal intensities contained in the returned object were exactly the same as Y. The returned object was then passed to the standard limma pipeline. For DESeq2, its statistical procedures were still applied to X, only that we first designed a matrix of normalization factors, denoted by S = (s_ij). s_ij was defined as x_ij/2^s if x_ij > 0. If x_ij = 0, s_ij was defined as the geometric mean of those s_j with x_j > 0. We used the NormalizationFactors function of the DESeq2 package to assign S to the core object of DESeq2, which was then passed to the standard DESeq2 pipeline.

Applying PePr, ChIPComp, and csaw to differential ChIP-seq/ ATAC-seq analysis
PePr was applied to BED-formatted files recording read alignments of ChIP-seq and input samples (or ATAC-seq samples alone), with the parameters ‘s 100 -w X -diff -peaktype=Y -normalization=inter-group’. For ATAC-seq and Pol II ChIP-seq samples, X and Y were set to 500 and sharp, respectively; for H3K4me3 and H3K27ac ChIP-seq samples, X and Y were set to 1000 and sharp; for H3K36me3 ChIP-seq samples, X and Y were set to 1000 and sharp.

ChIPComp was applied to BED-formatted files recording read alignments of ChIP-seq and input samples as well as identified peaks. We first called the makeCountSet function of the ChIPComp package (Chen et al. 2015), with species = “hg19”. The returned object was then passed to the ChIPComp function with default parameters. We have not applied ChIPComp to the differential ATAC-seq analysis as it treated input samples as mandatory.

csaw was applied to BAM-formatted files recording read alignments of ChIP-seq/ ATAC-seq samples. We applied csaw with recommended workflows in the chipseqDB package (Lun and Smyth 2015). A wrapper program for invoking csaw has been included in Supplemental Code. Specifically, we used the TF, narrow, and broad modes of the program for ATAC-seq/Pol II ChIP-seq samples, H3K4me3/H3K27ac ChIP-seq samples, and H3K36me3 ChIP-seq samples, respectively.

Software availability
We used MANorm2 utils 1.0.0 and MANorm2 1.0.0 in this study, which are provided as Python and R packages in Supplemental Code, respectively. The latest versions of MANorm2 and MANorm2-utils can be found at GitHub (https://github.com/tushiqi/MANorm2-utils) and have also been uploaded to the PyPI repository (https://pypi.org/project/MANorm2-utils). Also included in Supplemental Code is R source code for performing statistical simulation, using various methods to derive normalized log₂ read counts, and applying MANorm2, csaw, DESeq2, voom, and limma-trend to differential ChIP-seq analysis. The source code can be found at GitHub (https://github.com/tushiqi/MANorm2/tree/master/utility/code-MANorm2Paper) as well.
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